Robust depth estimation for light field via spinning parallelogram operator
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A B S T R A C T

Removing the influence of occlusion on the depth estimation for light field images has always been a difficult problem, especially for highly noisy and aliased images captured by plenoptic cameras. In this paper, a spinning parallelogram operator (SPO) is integrated into a depth estimation framework to solve these problems. Utilizing the regions divided by the operator in an Epipolar Plane Image (EPI), the lines that indicate depth information are located by maximizing the distribution distances of the regions. Unlike traditional multi-view stereo matching methods, the distance measure is able to keep the correct depth information even if they are occluded or noisy. We further choose the relative reliable information among the rich structures in the light field to reduce the influences of occlusion and ambiguity. The discrete labeling problem is then solved by a filter-based algorithm to fast approximate the optimal solution. The major advantage of the proposed method is that it is insensitive to occlusion, noise, and aliasing, and has no requirement for depth range and angular resolution. It therefore can be used in various light field images, especially in plenoptic camera images. Experimental results demonstrate that the proposed method outperforms state-of-the-art depth estimation methods on light field images, including both real world images and synthetic images, especially near occlusion boundaries.

1. Introduction

The space of light rays in a scene that intersect a plane from different directions may be interpreted as a 4D light field [1]. It captures not only the accumulated intensity in the scene, but also the direction of each light ray. Hence, the light field can reveal the structure of the scene and is adopted in a wide range of applications, e.g. light field rendering [2], super-resolution [3–5], digital refocusing [6] and 3D reconstruction [7].

However, it used to be difficult to manufacture a device to acquire the full light field until the concept of “plenoptic camera” [8] was proposed a few years ago. Using an array of micro-lenses, a single camera is capable of capturing multiple views of the scene simultaneously. More and more this type of specially designed cameras, e.g. Lytro [6] and Raytrix [9], have appeared in order to meet the increasing demands in various light field applications.

As a critical step in light field image processing, much attention has been paid to efficient and robust algorithms for depth estimation from light fields. On the one hand, light field images can be processed for multiple images from different perspectives of the scene, namely sub-aperture images in light field. Therefore, lots of methods based on multi-view stereo matching [10–12] have been proposed. On the other hand, because of the continuous angular space, some methods based on estimating the slopes of the lines in the Epipolar Plane Image (EPI) [13,14] have been developed. However, these methods have some problems with occluded and noisy regions, especially in plenoptic light field images.

Occlusion has been a tough problem for depth estimation [11,15] both in multi-view and light field images. Occlusion occurs when points near the camera occlude points far away from the camera. As a result, the points far away from the camera are only visible in some sub-aperture images and are occluded by front points in other sub-aperture images. In such case, we cannot rely on finding the points’ correct positions in every sub-aperture images to estimate the depth like traditional stereo matching techniques.

Since a plenoptic camera samples the light field and provides angular as well as spatial information on the distribution of light rays in space, the spatial and angular resolutions of the captured images are limited by the hardware. Consequently, images captured by these cameras may be highly aliased due to the sparse...
sampling [10] in space. The limited angular resolution, a large depth range and different kinds of noise in the real environment, along with the occlusion problems, reconstruction errors increase in plenoptic camera images. Overall, depth from the plenoptic cameras is difficult to estimate due to the above problems for most methods (some examples can be found in Fig. 1).

In this paper, we propose a novel spinning parallelogram operator (SPO) to localized depth and calculate their orientations in an EPI for local depth estimation. The proposed method measures the slopes by maximizing distribution distances between two parts of the parallelogram window to extract depth information. The spinning parallelogram operator has been demonstrated to be insensitive to occlusion, noise, spatial aliasing, limited angular resolution and EPI specific.

The proposed method also defines a confidence matrix to achieve the maximum utilization of information in horizontal and vertical slices, and calculates the depth values for individual views. In addition, a filter-based method [16], which is less computationally demanding but achieves similar performance as energy-based methods, is introduced to obtain a high-quality global depth map. Based on the confidence metric which is used to gauge reliability, we can obtain the refined depth map.

Experimental results show that our method is effective for both real camera images and synthetic light field images. For plenoptic camera images, including Lytro and Raytrix images, which are highly noisy and aliased, our method outperforms state-of-the-art methods. For synthetic light field images with sparsely sampled view point. In addition, some works [20–22] focused on calibration and rectification for plenoptic cameras have been proposed to extract sub-aperture images accurately. Jeon et al. [23] designed an algorithm to challenge the real world examples with sub-pixel accuracy. However, these methods have not proposed an effective method for the occlusion problem so that they cannot be extended to more complex real scenes.

Unliked all the above-mentioned work, we propose a novel spinning parallelogram operator (SPO) for depth estimation in different kinds of light field images. Local depth information is extracted by maximizing the differences between the separated region in a parallelogram window. Rules for choosing directions for individual images are then proposed to exploit the redundancy information in the light field. Then a filter-based method [16], which can be parallelized on GPU, is introduced to cover textureless regions and makes the algorithm efficient. Compared to the above methods, the proposed method is able to handle all the light field images and is not limited by the depth range and angular resolution.

1. We propose a spinning parallelogram operator (SPO) for depth estimation on the EPI, which can be applied to both synthetic and real light field camera images. This method is insensitive to occlusion, noise, spatial aliasing, angular resolution, and large depth range.

2. We introduce a confidence metric to integrate information from the rich structure of the light field, and to further reduce the influence of occlusion and ambiguities.

3. We adapt the spinning parallelogram operator to different kinds of datasets and achieve the final refined depth maps.

2. Related work

Due to the different characters of the datasets, the works for depth information in light field images can be divided into two parts. For synthetic light field images, which has less noise and does not have cross-talk artifacts, research has been designed towards solving problems such as the computational speed and occlusion. For real camera images, research has been focused on how to modify and use the imperfect information to recover depth.

To obtain depth information from synthetic light field images, a lot of efforts have been made, among which multi-view stereo matching methods [11,12] and structure tensor based [13,14] methods are notable. Taking the same pixel underneath each micro-lens, we can get sub-aperture images from different angles (i.e. multi-view images), so that the traditional stereo matching using multi-view images is available. Yu et al. [12] developed a novel line-assisted graph-cut algorithm that encoded 3D line constraints into light field stereo matching. Chen et al. [11] recently introduced a bilateral consistency metric for light field stereo matching to handle significant occlusion. However, these stereo correspondence methods usually have matching ambiguities in noisy and aliased regions. Moreover, the occlusion problem can only be solved in images with a large baseline and high angular resolution, which means that it is not applicable for real camera light field images.

Another representative work is from Wanner et al. [13,14], who develop a structure tensor based approach to measure each pixel’s direction in the EPI, and simultaneously take global visibility constraints into account to make consistent depth map and segmentation approachable. These methods do not try to match pixels in different positions, hence the processing speed has increased. However, because the structure tensor relies on high angular resolution to guarantee that the disparities between neighboring views are less than around two pixels, the method cannot be used in light field images with sparsely sampled view point.

For real camera images, images are highly noisy and aliased along with low angular resolution. Bishop and Favaro [17] used an anti-aliasing filter to avoid cross-talk image artifacts before depth estimation. They formulated a novel photo consistency constraint designed for a plenoptic camera and performed matching directly on the raw data. Tao et al. [18] proposed to combine defocus with correspondence to estimate depth. Sabater et al. [19] developed a demultiplexing method that can acquire image information directly from the undemosaiced raw data and then estimated disparities from the incomplete views. In addition, some works [20–22] focused on calibration and rectification for plenoptic cameras have been proposed to extract sub-aperture images accurately. Jeon et al. [23] designed an algorithm to challenge the real world examples with sub-pixel accuracy. However, these methods have not proposed an effective method for the occlusion problem so that they cannot be extended to more complex real scenes.

Fig. 1. The epipolar plane image (EPI) and the micro-lens image. Compared with Synthetic image, EPIs from plenoptic camera are filled with many noises and aliasing, and have vertical luminance changes due to the circular micro-lens used.
3. Line assignments based on spinning parallelogram operator

In this paper, a 2D plane is used to parametrize the 4D light field, where light through Point P intersects the main lens plane at \((u, v)\) and intersects the micro lens plane at \((x, y)\). The light field is then expressed as \(L(x, y, u, v)\).

For light field \(L(x, y, u, v)\), if the coordinate \((y^*, v^*)\) is fixed and \((x, u)\) is changed, as shown in Eq. (1), we can get a 2D image \(I_{y,v}(x, u)\) called an epipolar plane image (EPI), the same as \(h_{x,u}(y, v)\). It can be viewed as a 2D slice of a constant angular image stack in the light field, which reflects the change of the same point in images from different angles.

\[
I_{y,v}(x, u) = L(x, y^*, u, v^*). \tag{1}
\]

A point in the real world is imaged at different positions in sub-aperture images according to different imaging positions. As shown in Fig. 1, the coordinate \(x\) of point P will change if we vary coordinate \(u\), which means the direction of the line in the EPI is able to reflect the depth information. Specifically if we use \(\theta\) to define the direction of the corresponding line, the actual depth \(Z\) can be described according to [13]:

\[
Z = f \frac{\Delta u}{\Delta x} = \frac{f}{\tan \theta}. \tag{2}
\]

where \(f\) is the distance between the parallel planes. Angle \(\theta\) is adopted to reflect the rate of change between \(\Delta u\) and \(\Delta x\), showing the shift of a scene point moving between the views. The depth estimation is then essentially equivalent to the slope estimation of lines in the epipolar plane images. In this paper, we calculate the disparity \(\theta\) instead of depth \(Z\).

Limited by hardware, light field images from plenoptic cameras, e.g., Lytro, are noisy along with cross-talk artifacts and low angular resolution, as shown in Fig. 1. In addition, the circular micro-lens used cause luminance changes on the edges of the EPI. These features lead to high matching uncertainties in general methods. Moreover, occlusion and ambiguity regions, as well as the large range of depth, also affect the accuracy of previous methods. In this section, we introduce a new spinning parallelogram operator (SPO) to deal with such situations in EPIs.

3.1. Spinning parallelogram operator (SPO)

We consider how to estimate the local direction of a line at a specific point in an EPI. In EPI based work [14,24], the Canny edge operator or the structure tensor is used to obtain local disparity estimates, which can be regard as computing the weighted mean of each side of the line and then finding the distance between the two means. However, this assumption does not hold well in EPIs because the sides of a line may include other features, like occlusion points and noises. Following the traditional contour detection work [25–27], we assume that the two distributions of pixel values on either side of a line in an EPI are different.

The original compass operator [25] created a circle split into two semicircles with an edge as the diameter. The possible boundary and its orientation at each image pixel is then detected by finding the largest distance of the separated two sides among the different orientations. As the distributions used in the compass operator are able to better describe the two sides of the boundaries than traditional edge detection techniques, the compass operator has been widely applied especially in natural image boundary detection [26] and image segmentation [27].

Unlike natural image, the EPI has “boundaries” which is the imaging pixels of the same point in different views. For a Lambertian scene, the EPI is supposed to contain a set of linear structures, which contains the disparity information of the points. Therefore, the points around a specific line can be used to figure out the orientation of the line. Instead of creating a circle in compass operator, we create a parallelogram operator whose orientation is equal to the possible slope \(\theta\), as shown in Fig. 2. As we can imagine that the correct matching points, as well as the line, will separate the parallelogram into two different parts, thus the differences between the two parts can be utilized to predict the orientation of the line.

We define the center point of the parallelogram as the reference point, and then the orientation of the center line that passes through the center point is the disparity to be estimated. The center lines with different orientations, divide the window into two parts of the same size. The correct line, indicating the disparity information, can be figured out by finding the maximum distance between the distributions of pixel values on either side of the lines.
First, we define the size of parallelogram operator using a weighted function. The weights in the window are used to measure each pixel’s contribution to the distance. We create the weighting function \( w(i, j) \) by using the derivative of a Gaussian, as mentioned in Fig. 2. Specifically, for the reference point \( P(x_r, u_r) \) in the EPI \( I_{xy}(x, u) \), the corresponding pixels in the defined window are weighted by:

\[
w_\theta(i, j) = c \cdot d_\theta(i, j) \cdot e^{-\frac{d_\theta^2(i,j)}{2\sigma^2}}, \quad (3)
\]

where \( d_\theta(i, j) = l - (x_r + (j - u_r) \cdot \tan \theta) \) is the distance between the pixel and the matching point \( P \) in the same row, and \((x_r + (j - u_r) \cdot \tan \theta)\) is the hypothetical matching line’s position in the row \( j \). \( \sigma \) is a scale parameter, which is determined by the complexity of the data. \( c \) is a normalizing constant. The height of the window is defined as the number of sup-aperture in one angle, i.e. angular resolution, and width is \( 3\sigma \).

Notice that we set the weights of the point according to its horizontal distance from the hypothetical matching line so that the point that has the same distance from the line will contribute the same amount of information to the distance measurement. This design separates the window based on the pixel’s distance to the hypothetical line. When dealing with large disparities, which contains stair-step structures due to the sparse sampling, the weighted window shows the similar stair-step structure to estimate the slope. Compared with the other slope estimation methods, which need the densely sampling of the large slope, the SPO can be applied immediately.

The weight function approaches zero as we move the location of the pixels parallelly outward, and achieves the maximum value on the close sides of the line, as shown in the last column of Fig. 2. The function finally forms a parallelogram, and the two parallel edges are rotated around the reference point as the angular \( \theta \) changes. The center line, parallel to the two borders, separates the parallelogram into two regions. Comparing the distribution distance between the two regions, the slope of the true line can be found easily.

3.2. Distance measure

It is a common practice to use distances such as \( L_2 \), \( \chi^2 \) or Earth Mover’s distance(EMD) to measure the difference between the distributions of pixel colors. As analysed in [26], we choose to use difference \( \chi^2 \) of the color histograms:

\[
\chi^2(g_\theta, h_\theta) = \sum_i \frac{(g_\theta(i) - h_\theta(i))^2}{g_\theta(i) + h_\theta(i)}. \quad (4)
\]

where \( g_\theta(i) \) and \( h_\theta(i) \) are the histograms of the separated parts. If the \( \chi^2 \) distance is large, it indicates that the two sides of the parallelogram are different, which means a straight edge exists at the hypothetical matching line. The \( \chi^2 \) distance can reflect the difference adequately, whose computation is also efficient. Notice that we flip the negative side of the function for better comparison. Actually, we add one positive side to the other negative side to calculate the \( \chi^2 \) using convolution for a simple and efficient calculation.

3.3. Profile of the spinning parallelogram operator

Traditional stereo matching algorithms estimate depth by searching for the minimum matching cost for the related points. Here we compare the SPO with the pixel-based stereo matching term, i.e. squared intensity difference using all aperture images. Specifically, when a point is occluded by another object in some sub-aperture images, the matching point will include the occlusion, which leads to a large matching error at the right depth, as shown in Fig. 3. This means that the useful information in the stereo matching (the low matching cost of the unoccluded point) has been lost. In [11], Chen et al. set a metric to weight the possibilities of the occlusion to exclude the occlusion. However, they need dense angular sampling to guarantee reliability, and tend to be more ambiguous during the matching process.

By contrast, the proposed method picks up the maximum distance between the two regions. It still keeps the correct distance information even if there are ambiguities and occlusion. The reason is that the occlusion will generate a junction in the EPI, which means the right line is intersected by another occlusion line. The distance between the histograms remains at a local maximum value in both orientations. For example, in Fig. 3, Point P and Q is occluded in some views, which causes errors using simple square intensity matching costs in multi-view stereo. However, the distance in the proposed method always remains at a relatively high value at the accurate depth. Theoretically, because the number of pixels of the parallelogram we used in the distance computation is larger than just using the matching points themselves, the insensitivity to occlusion and noises is better.

Additionally, for a EPI \( I_{xy}(x, u) \), as all the points in the EPI have been calculated for all depth labels, \( d_{xy}(x, u, \theta) \) can be used at all points. This means, after computing on all EPIs in a light field images, the algorithm is able to get the depth images of all views.

4. Depth estimation via spinning parallelogram operator

We define \( d_{xy}(x, u, \theta) \) as the histogram distance measured by spinning parallelogram operator on the EPI \( I_{xy}(x, u) \). A large difference between the two halve indicates a discontinuity in the EPI. Hence the local depth estimation can be calculated by taking the maximum response to orientations and a measure of boundary
strength at each pixel is yielded:
\[ \Theta_{y,v}(x, u, \theta) = \arg \max_{\theta} d_{y,v}(x, u, \theta). \] (5)

After calculating \( d_{y,v}(x, u, \theta) \) in the horizontal slice image, we can get the corresponding depth map for the reference view \( \Theta_{y,v}(y, v, \theta) \) by fixing \( y, v \) and combining the results. In the same way, \( d_{x,u}(y, v, \theta) \) in vertical slice image \( k_{x,u}(y, v) \) is calculated. In this section, we develop a confidence based method to interpret the information and utilize a filter-based algorithm to better approximate the true depth.

### 4.1. Depth estimation on individual view

In this section, we integrate the estimations \( d_{x,u}(y, v, \theta) \) and \( d_{y,v}(x, u, \theta) \) into a consistent single disparity map. As we have shown, unlike traditional multi-view stereo matching methods, the sampling in angular resolution of light field images is continuous and the angle is diverse. Therefore, a point may be distinct in horizontal slice and ambiguous in vertical slice. Also, it can be occluded in some slices and unoccluded in the other slices. Here we try to extract the credible information among different scene structures.

We define the corresponding confidence \( c \) to measure for the reliability of the depth estimation. Unreliable depth estimates, such as the regions with occlusion and ambiguities, always have average scores among all the possible disparities. Specially, for occlusion regions, the distances get high values at both the true disparity and the disparity of the occlusion. For ambiguous regions, the distributions remain the same so that the distances remain at a low value. Accordingly, the confidence \( c \) is defined as the difference between the maximum score and the average score:

\[ c = \exp \left( -\frac{d_{\max} - d}{2\sigma^2} \right). \] (6)

where \( d_{\max} = \max_{\theta} d(\theta) \) and \( d = \sum_{\theta} d(\theta) \).

The confidence measure \( c \) is meaningful as the ambiguous homogeneous regions would have a low \( d \) and \( d_{\max} \) and make the confidence \( c \) lower. Similarly, the occlusion regions would have a high score in both \( d \) and \( d_{\max} \), where \( c \) is low. The example is shown in Fig. 4, where a simple summation cannot achieve the correct information but the weighted sum is able to get the maximum distance at the correct depth. The term \( \sigma \) controls the sensitivity of the confidence and is set as 0.26 in the experiment.

In this paper, we choose different slices according to the borders directions to achieve more accurate results. Specially, we combine the depth scores in accordance with the confidence to integrate the estimations \( d_{x,u}(y, v, \theta) \) and \( d_{y,v}(x, u, \theta) \). so that the more reliable information can be chosen to reduce the influence of occlusion and ambiguous regions. After obtaining the confidence of each EPI slice, we first normalize the confidences of the same point to keep the relative relation with the other points. Then the weighted summation of \( d_{x,u}(y, v, \theta) \) and \( d_{y,v}(x, u, \theta) \) is set as:

\[ d_{x,u}(x, y, \theta) = c_{x,v}(x, u') d_{x,v}(x, u', \theta) \]
\[ + c_{x,v}(y, v') d_{x,v}(y, v', \theta). \] (7)

where the confidence of occlusion regions and ambiguous regions are low. Composed with the general summation, which may introduce the incorrect information from the \( d_{x,v}(x, u', \theta) \) and \( d_{x,v}(y, v', \theta) \), the weighted summation will choose the more credible information for further process, as shown in Fig. 4.

### 4.2. Depth integration

After obtaining the local depth estimations for the individual points, we further take into account the constraint between the points. In particular, we propagate the correct information with higher confidence to the similar regions with less texture. In order to obtain a global depth map, the most popular method formulated the problem as an energy model and solve it by global approaches such as graph cut [28] or belief propagation [15]. However, both methods are computationally expensive especially with a large number of views and disparity labels. In this section we show that the filter-based method can be used to approximate the global results for synthetic images. For real light field images, further optimizations are needed to obtain a much smoother depth map.

The calculated distance volumes at each possible depth label are filtered using guided filter [29], which can perform as an edge-preserving smoothing operator. The weight in the filter is large when the pixel has approximate color and is small otherwise. The guided filter has been widely used in labeling problems [16] for fast filtering of cost volumes. However, as the values are averaged if pixels are in similar color, the occlusion regions, especially the ambiguously occluded ones, will propagate wrong information to other regions with the same color. Specifically, the matching costs of the occlusion regions calculated by traditional stereo matching methods can be high at the correct depth label. In this case, the large costs will propagate to the similar regions and spread the mistakes widely, as shown in Fig. 5. This property makes filter-based method inadequate for the multi-view matching stereo, unless the occlusion are excluded strictly, as [11] does.

By contrast, the proposed depth estimation method depends on the maximum response of the distance. When occlusion occurs, the difference still remains a relatively large value at the right label. The propagation process further averages the differences, and decreases the influence of the occlusion. Unlike stereo matching, which needs extra occlusion estimation, the proposed method is able to remove the occlusion effects automatically during the process.

For synthetic images, the disparities are smooth enough after guided filtering. However, for Lytro images with lots of noises and aliasing, the disparity map is still too noisy. Here, we recommend
After filtering, a few regions still cannot be propagated perfectly. This happens frequently in regions with devoid of any texture. In order to recover these regions, we create a global confidence measurement as Eq. (6) to determine if a pixel can be reliably labeled or not. If the confidence is sufficiently high, the maximum response of the depth score after filtering is assigned as the depth value. Otherwise, the pixel is marked as unreliable. The marked pixel will be filled according to adjacent pixels based on the same color coherence.

5. Experiment

In this paper, the parameters used in the experiment are first analyzed. Then, the performance of the proposed method on synthetic light field images with available ground truth [33] is evaluated. This kind of images has low noise and does not have crosstalk artifacts, and is more like multi-view images. Our results are compared with the multi-view stereo-based method [31] (MVGC), the bilateral consistency metric designed for removing occlusion [11] (BCM) and tensor structure based method [13] (GCLD), which have shown good performance on the ideal light field images recently. Experiments of images with different angular resolution and different kinds of noise are also performed.

As a quality measurement, we use the square disparity error (MSE), i.e. the percentage of depth value below a relative error based on the ground truth as in [33,34]. Specifically, the overall error rate (All) is calculated as

$$e = \frac{1}{N} \sum |d(s) - d_f(s)| > \delta_d,$$

where \(s\) is the pixel we need to evaluate, \(d\) and \(d_f\) is the corresponding calculated depth and the ground truth respectively. Moreover, the error rate (Occ), which is only measured on the occlusion pixels, is used to observe how well the method is able to handle the occlusion problem clearly. The occlusion regions are calculated based on the ground truth, we extract regions where depth values change sharply as in [11,15]. The example images are shown in Fig. 4.

We also perform depth reconstruction on plenoptic light field images [18,23] of real scenes, which are highly noisy and aliased. Moreover the depth estimations of these images are only reliable on a small number of pixels (less than 7 views per direction). For a better comparison, we compare the disparity after using further optimizations and enhancements like [23]. The proposed method is mainly compared with Tao et al. [18] (CDC), who combined the defocus and correspondence, and Jeon et al. [23] (PSSD), who used the phase shift based sub-pixel displacement. Both methods are designed for plenoptic images and have shown good performance.

For a real especially a complex scenario, the occlusion problem should be taken into adequately account. The high quality of depth map provides credible information for further matting or segmentation. In order to reserve the original structure, the initial matching costs or the matching distances need to keep as much useful information as possible and eliminate occlusions at the same time. In the experiments, we perform detailed comparisons on the depth discontinuous regions in various data sets.

5.1. Optimal parameter selection

In this subsection, the parameter \(\alpha\) used in Eq. (3) is investigated. The scale \(\alpha\) determines the number of pixels used to calculate the distance, as well as the width of the window \(w_d(i,j)\). Specifically, pixels within \(3 \times \alpha\) of the matching point are added to the histogram. As the number of the pixels increases, the disparities are more accurate in unoccluded regions especially in texture-less regions, but occlusions are more likely to influence the distance calculation. Optimal parameters are then found by testing a number of different parameters on different data sets. In general, it can be noted that for the synthetic images with many textures, the scale \(\alpha\) of 0.8 is always reasonable. Results computed using horizontal EPIs of 5 views with different \(\alpha\) are depicted in Fig. 6. Compared the depth map labelled ‘1’ with ‘4’ in Fig. 6, we can find that as the \(\alpha\) increases, the ability for occlusion exclusion decreases due to the number of the occluded pixels added. By contrast, the disparity is smoother with a large \(\alpha\) especially in textureless regions.

We also evaluate the number of bins, which is used to compute the distances of the color histograms. As we can see in Fig. 6, the precision increases as the number of bins increases and reaches an acceptable value at 64 bins. The histogram separates the pixel into different bins. As the number of bins increases, the similar pixels are easier to be distinguished, as shown in depth map labelled ‘2’ with ‘3’ in Fig. 6. For the synthetic images, the small texture can be detected using more than 64 bins. However, limited by the computational complexity, we cannot increase the number of bins without restrictions. Furthermore, for the images with noise, the pixels coming from the same point in the scene may have different intensities. In this case, the number of bins is supposed to be small in order not to introduce incorrect discrimination to increase the distance. The parameter for noisy images are analyzed in detail in Section 5.4.

5.2. Synthetic images

In this section, we first show detailed visual and quantitative results from each step of the method in Fig. 4. The depth images calculated from two different slices are merged into a single depth map. We choose the weight of each slice based on its confidence. As shown in the line chart, both the distance of point P calculated from \(d_{x+y}(x, u^+, \theta)\) and the simple summation of the two slices does not keep the maximum value at the correct depth label.
Table 1
The error rate of the estimated depth compared with ground truth (%).

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Overall</td>
<td>Occlusion</td>
<td>Overall</td>
<td>Occlusion</td>
</tr>
<tr>
<td>Cube</td>
<td>0.92</td>
<td>13.29</td>
<td>1.11</td>
<td>9.72</td>
</tr>
<tr>
<td>Buddha</td>
<td>2.41</td>
<td>15.01</td>
<td>1.72</td>
<td>8.34</td>
</tr>
<tr>
<td>Horse</td>
<td>15.36</td>
<td>23.02</td>
<td>5.26</td>
<td>9.33</td>
</tr>
<tr>
<td>Papillon</td>
<td>19.24</td>
<td>24.44</td>
<td>12.86</td>
<td>12.83</td>
</tr>
<tr>
<td>Mona</td>
<td>12.52</td>
<td>20.44</td>
<td>10.00</td>
<td>16.48</td>
</tr>
</tbody>
</table>

Fig. 6. The evaluation of different parameters on image “Buddha” with 5 sub-aperture images depending on $I_x(y, v)$ after guided filtering. The error pixels are labels red for distinct comparison. We can observe that the errors rate decreases as the number of bins increases. The scale used in Eq. (3) determines the width of the window and reaches the minimum error rate when $\alpha = 0.8$. The visual disparity images with different combinations of parameters are also shown.

However, it is verified that the confidence correctly measures the reliability of each distance and achieves lower overall error rate in the merged depth map.

Then the comparisons with advanced methods on synthetic light field images with $9 \times 9$ views are performed. We separate the color channels in 64 bins and set $\alpha$ equal to 0.8, then we discretize the depth map into 64 steps. Table 1 summarizes the accuracies of the proposed method compared with the state-of-the-art techniques for the whole images (All) and occlusion regions (Occ).

We can observe that compared with GCLD [13], our results are better especially in depth discontinuous regions and acquire almost equal error rate overall. Based on the similar theory, GCLD detects the angles of lines in EPIs using structure tensors. Without the quantization process, the depth map is smooth and efficient. The large-scale error is concentrated around depth discontinuities. By way of comparison, the distributions used in SPO is more robust in occlusions. BCM [11] achieves good results when the scene is complex because they use all the views for occlusion estimation before stereo matching. However, they pick up only a part of views with fewer distinctions to compute the stereo cost, so that the error increases when the images have lots of ambiguous regions as shown in images “Horses” and “Papillon”, in Fig. 7. On the contrary, the proposed SPO uses the surrounding regions to approach the accurate depth and is able to handle both the occlusion and ambiguity problems. Fig. 8 shows some close-up views for a more clear comparison. For some scenes with complex or trivial structures, our results show comparable results near the occlusion boundaries and acquire a higher accuracy.

5.3 Angular resolution

In this section, we test the proposed method on light field images “StillLife” with different angular resolutions. The numerical results, compared with the state-of-art methods are illustrated in Table 2. It should be noted that method BCM [11], designed for heavy occlusion images, is not effective if they use a small set of views (e.g., $5 \sim 10$). The reason is that the robust metric used to detect the possible occlusion in stereo matching needs densely sampled views to measure the occlusion reliably. The structure tensor based method [13] (GCLD) requires nine views in each angular direction of the light field to acquire high accuracy. What’s
more, it requires that the sampling of view points must be sufficiently dense (less than two pixels between neighboring views) because the structure tensors are computed on a $3 \times 3$ stencil.

In comparison, the number of views in our method is not restricted. The parameter is set as analyzed in Section 5.1. The visual results, shown in Fig. 9, verify that we can acquire the depth map with clear edges even with 3 views in each direction. This quality is quite important for real light field images captured by plenoptic cameras, which have fewer available views for depth estimation because of the hardware limitations. We also verify that we can handle regions with high frequency patterns, like the background of the image “StillLife”.

We also show the breaking structure in an EPI when we use only 5 sub-aperture images to estimate large disparities in “StillLife” image. As shown in Fig. 10, the disparities between neighboring views are more than 3 pixels. The corresponding weight shows the similar breaking structure, because we explicitly weight the pixel to two regions according to the distance between the pixel and the matching point P in the same row, as Eq. (3). As a result, we can measure the slope correctly and handle a larger depth range.

5.4. Image with artifacts

In order to verify the robustness of the proposed method, we add different artifacts to the synthetic light field images to
Fig. 10. The spinning parallelogram operator (SPO) on the EPI with large disparities. We can notice that the disparities between neighboring views are more than 3 pixels. The corresponding weight in SPO shows the breaking structure, which is able to fit the large slope and achieves correct depth maps.

Fig. 11. Light field image “Horse” with different artifacts. (a) original image (b) image with aliasing (c) image with Gaussian noises (d) image with both aliasing and Gaussian noises.

imitate the real environment. To simulate the aliasing in the real light field images, we first reduce the resolution to its 1/2 size and then resize it to its original size using linear interpolation. We implement the resizing operation on the raw image because the images captured by light field camera are arranged in such form. This operation also adds some vignettages, which can emulate the effects of the micro-lenses. The image is then added Gaussian noise with zero mean and a variance equal to 2% of the image dynamic range as in [35]. Example noisy images are shown in Fig. 11.

We first evaluate the parameter, i.e. the number of bins, on the noisy images. As we mentioned in Section 5.1, the error rate decreases as the number of bins increase. However, when the noise is added, the error rate increases as more bins are used to calculate the distance, especially for ambiguous regions. The reason is that if we separate the regions into small range bins, the noisy pixels are more likely to be assigned to the wrong bin. Consequently, the noisy pixels affect the distance measurement and make it hard for the distances to achieve the maximum value at the right depth. According to the above analysis, we separate the regions into 16 ∼ 48 bins in this experiment. The quantitative results are illustrated in Table 3.

Table 3

<table>
<thead>
<tr>
<th>Bins</th>
<th>Original</th>
<th>Gaussian</th>
<th>Artifacts</th>
<th>Both</th>
</tr>
</thead>
<tbody>
<tr>
<td>All</td>
<td>Occ.</td>
<td>All</td>
<td>Occ.</td>
<td>All</td>
</tr>
<tr>
<td>16</td>
<td>3.88</td>
<td>12.76</td>
<td>6.42</td>
<td>18.89</td>
</tr>
<tr>
<td>32</td>
<td>2.79</td>
<td>8.10</td>
<td>6.01</td>
<td>16.19</td>
</tr>
<tr>
<td>48</td>
<td>2.42</td>
<td>7.75</td>
<td>6.92</td>
<td>19.63</td>
</tr>
<tr>
<td>64</td>
<td>2.40</td>
<td>7.39</td>
<td>12.69</td>
<td>21.94</td>
</tr>
</tbody>
</table>

5.5. Lytro images

In this section, the performance of our method on Lytro images is evaluated. As shown in Fig. 13, the sub-aperture images obtained from the Lytro camera are highly noisy and aliased. Therefore the depth image after guided filtering (GF) is still noisy, which means the depth is not adequately propagated. For better showing the effectiveness of the proposed SPO, we implement the further optimization (FO) as Jeon et al. [23]. We show the example images calculated from each step of our method in Fig. 13. The scale $\alpha$ is set to 1 ~ 3 for the images with more textureless regions and the number of bins is set to 36 ~ 48 due to the noisy environment.

Fig. 12. Depth estimation on image “Horse” with different artifacts along with the corresponding error rates. The error pixels are labels red for distinct comparison. (a) Shows the image with both aliasing and Gaussian noises. (b) And (c) Shows our results on image with aliasing or Gaussian noises, respectively. (d–f) Shows the depth estimation on image with both aliasing and Gaussian. (d) Ours (e) BCM (f) PSSD.

Fig. 13. Depth estimation for Lytro images at each step of our method. (a) The sub-aperture image. (b) The depth map based on the initial SPO distance described in Section 4.1. (c) The depth map after guided filter refinement in Section 4.2. (d) The depth map after the multi-label optimization. (e) The depth map after iterative refinement. The processes in (d) and (e) can be found in [23].
Fig. 14. Zoom-up disparity images of the distortion-corrected Lytro images. The proposed method is able to better retain the structure of the scene than PSSD, CDC and BCM.

Fig. 15. Depth estimation for Lytro images using different methods.

Fig. 16. Depth estimation on raytrix image “Watch” with specular and textureless regions. The error pixels are labels red for distinct comparison. (c) Ours after guided filtering. (d) Ours after further optimization.

Fig. 14 shows the light field images after distortion estimation and correction (Jeon et al. [23]). We compare the results with Jeon et al. [23] (PSSD) who developed a phase shift based sub-pixel displacement to calculate the cost volume. We also try the stereo matching based method [11], which is designed for heavy occlusion images on the light field images. We find that the bilateral consistency metric they used is invalid due to noises and aliasing. Even though the depth edges are clear, the depth is not smooth on flat regions. Another relevant study is from Tao et al. [18] (CDC), whose stereoscopic approach is to better approximate the true depth maps of Lytro images. Using the distortion-corrected Lytro images and the same depth optimization method as PSSD, we can observe that the proposed method is able to better retain the structures of the scene (Fig. 14) than PSSD and CDC.

More comparative results are illustrated in Fig. 15. Clearly, our depth map has clear edge features and reflects the structure of the object in the scene. For algorithms designed for synthetic images, such as MVGC and GCLD, the estimated depth and confidence is influenced by noises and aliasing so that structure information is lost during the calculation. Moreover, a small number of views here also influences the depth estimate and confidence measures.

5.6. Raytrix images

In this section, we show experimental results with light field images captured by a Raytrix camera [9]. The image “Watch” shows some regions with highlight specular and textureless. Comparisons with GCLD [13] and PSSD [23] are presented in Fig. 16. We can find that the depth estimation is stable except on points with highlight specular or without texture, as shown in the red boxes in Fig. 16. The specular intensity changes as the view changes and does not form a line in the EPI, so that the traditional stereo matching and EPI based methods cannot detect the disparity. As a result, for scenes which are not Lambertian, we need to estimate and remove the specular components as [36] first. For textureless regions, we rely on the further integration and optimization to find the true disparity.
5.7. Run time analysis

In order to reduce the complexity of the method, we process each histogram bin separately as [27]. Let \( I \) denote the EPI, and let \( l(x, y) \) be 1 if \( l(x, y) \) falls in histogram bin \( b \) and 0 otherwise. Then the parallelogram window is treated as a convolution kernel and implemented on the histogram images. In particular, estimating the depth on an EPI with \( B \) bins, \( N \) channels and \( D \) depth label takes \( NBD \) convolution operations. Then the distance summation between the histogram images is computed.

The run time for local depth estimation of the proposed method and the other state-of-art techniques is illustrated in Table 4. The variables are selected for Lytro images with 64 depth label and 3 channels. The number of bins is set as 48 in our method. All the algorithm are implemented in Matlab using a computer equipped with Intel i7 3.60 GHz CPU and 8 GB RAM. Notably, the entire local cue computations and the guided filtering in our method can be easily parallelized using GPUs and we can refer to [27] and [29] for further analyses.

6. Conclusion

Taking into account the special structure of the light field data, we propose a novel local depth estimation method based on a spinning parallelogram operator. The proposed algorithm uses the EPI to find the corresponding line and sets local and global confidence to deal with occlusions. Then we have designed a rule to choose the information for individual views during the depth scores calculation, which can further handle occlusions. The problem has then been formulated as a discrete labeling problem and solved using a filter-based algorithm. Compared with the state-of-the-art stereo matching methods, tensor structure based methods and methods designed for Lytro images, the proposed method is more robust to noise, artifacts, occlusion. Experimental results show that our method performs excellently in Lytro images, especially near occlusion boundaries. Moreover, the algorithm is less affected by the limitation of depth range and angular resolution. Future work shall be devoted to incorporating different sets in different cameras for further improvement in depth estimation process, and in extending this method to various applications.
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