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ABSTRACT

This work proposes a novel person re-identification method based on Hierarchical Bipartite Graph Matching. Because human eyes observe person appearance roughly first and then goes further into the details gradually, our method abstracts person image from coarse to fine granularity, and finally into a three layer tree structure. Then, three bipartite graph matching methods are proposed for the matching of each layer between the trees. At the bottom layer Non-complete Bipartite Graph matching is proposed to collect matching pairs among small local regions. At the middle layer Semi-complete Bipartite Graph matching is used to deal with the problem of spatial misalignment between two person bodies. Complete Bipartite Graph matching is presented to refine the ranking result at the top layer. The effectiveness of our method is validated on the CAVIAR4REID and VIPeR datasets, and competitive results are achieved on both datasets.

Index Terms— person re-identification, cross views, bipartite graph matching

1. INTRODUCTION

The task of person re-identification under non-overlapping smart surveillance scenario is an important application in the area of computer vision since the smart surveillance systems still cannot comprehensively monitor every corner of the cities due to the cost and limit computational resources [1]. Therefore, person re-identification has become an essential part to track target’s trajectory throughout the whole journey.

Normally the notable challenges in person re-identification include finding robust vision features and designing effective distance metric models, thereby integrating the two components together to reach a final decision. Recently, through the study of how human eyes observe person appearance, it is revealed that human eyes can recognize person identities based on salient regions. As a result some researchers converted person re-identification into a salient feature matching problem [2, 3]. Moreover, due to the fact that human eyes can concentrate on differences between small regions, a corresponding patch pairs’ feature matching approach is proposed in [4]. Considering human visual ambiguities shared between the first ranks, a ranking optimization approach via discriminant context information analysis is presented in [5].

However, most of current approaches only discuss a single aspect of vision information matching and leave rich information not fully exploited. Therefore, multi information fusion from the perspective of human eyes is important in practice. In this paper, we proposed a hierarchical modeling and matching schema inspired by the fact that human eyes observe person appearance roughly first and then goes further into the details gradually. The hierarchical representation has been employed for person re-identification [6, 7, 8], but most of current approaches only change the scale in different hierarchies with fixed vision information. Different from previous attempts, our hierarchies are used to deal with different vision matching problem with various vision information.

In this research, a three-layer tree structure is firstly modeled on every person’s image, which is divided from coarse to fine granularity. After the hierarchical model is obtained, the person re-identification issue is converted into the trees’ matching problem between two forests: one forest containing a number of person tree is called probe forest, and the other is called gallery forest. Secondly, in order to solve the issue of trees’ matching, a novel Hierarchical Bipartite Graph Matching (HBGM) method is proposed, which contains three bipartite graphs (bi-graphs) to respectively deal with three kinds of vision matching problems with different vision information on each layer between two trees.

The graph based method has gained widespread use in many vision problem [9, 10, 11]. Among them, A bi-graph is a graph in which vertices can be divided into two disjoint sets $U$ and $V$, such that every edge connects a vertex in $U$ to one in $V$. At the bottom layer of HBGM, each node represents a small local region. Non-complete Bi-graph matching (NBM) is proposed to collect matching pairs used in bottom layer nodes matching. At the middle layer, each node represents a set which consist of bottom layer nodes, and the spatial positions of bottom layer nodes in image determine the mapping relationship between these two layers. To reduce spatial misalignment between two person bodies, Semi-complete Bi-graph matching (SBM) is used in the middle layer nodes matching. Finally, Complete Bi-graph matching (CBM) is presented to refine the ranking result at the top layer.
2. HBGM-ORIENTED MODELING

We first introduce a tree structure to model each person image. Fig.(1) shows that the tree consists of three layers and divides the person image into small local regions layer by layer. The Deep Decompositional Network [12] is used to remove background and get boundary between upper and lower body. Due to less discriminative power, head and foot parts are removed from the foreground. Finally, the upper and lower body are segmented respectively into horizontal stripes with size $8 \times \text{width}$ and sample step 4. Local patches are divided on each stripe with size $8 \times 8$ and sample step 4. A 672-dimensional dColorSIFT feature which is commonly used as small patch descriptor [2, 13] is extracted on each patch. The dimensional dColorSIFT feature which is commonly used as small patch descriptor [2, 13] is extracted on each patch. The structure of the HBGM method is shown in Fig.(2), where the person re-identification is converted into a tree matching problem between two forests. Three bi-graphs are built at three layers between two forests and different layers are correlated with each other in the tree structure modeling.

3. TREES’ MATCHING USING HBGM METHOD

Given a bi-graph with node sets $U$ and $V$, the definition of complete, semi-complete and non-complete bi-graph is based on the matching between $U$ and $V$. In CBM, every node of $U$ is connected to every node of $V$. The SBM is defined in the way that every node in $U$ is connected to any number of nodes in $V$.

3.1. The Middle Layer Matching Using SBM

The middle layer nodes matching has direct impact on the matching of the bottom layer nodes. Therefore we introduce the middle layer matching before the bottom layer. Due to the fact that person bodies in different images are not in alignment in the vertical direction, dealing with the problem of spatial misalignment is critical. As a result SBM is designed to handle this problem and a $\delta$ slack variable would be used to relax the search range of matching in SBM. Given a middle layer node in probe forest $M_{j_1}^{T'}$, its matching nodes ($N_M$) in gallery forest are as follows:

$$N_M(M_{j_1}^{T'}) = \left\{ M_{j_2}^{G} | j_2 = j_1 - \delta, ..., j_1 + \delta \right\},$$  

s.t. $j_2 - \delta \geq 0, j_2 + \delta \leq m_2$

Fig.(3) shows the result of SBM. The relationship between middle and bottom layer node is shown on the right side of figure. The $\delta$ slack variable determines the number of matches. If $\delta$ is too small, a probe middle layer node may not find correct match due to the person body is misalignment in vertical direction. If $\delta$ is too large, redundant matches will cause more mismatch in NBM, which will be discussed in the following section 3.2. At last, $\delta = 2$ is chosen in our experiment.

3.2. The Bottom Layer Matching Using NBM

In order to find the matching patch pairs, we proposed a NBM method with cost matrix $M_c$, and the result of NBM can be achieved using Hungarian algorithm in $M_c$. The $M_c$ is used to calculate similarity between any two bottom layer nodes in $M_{j_1}$ and $N_M(M_{j_1})$, which is defined as follows:

$$M_c = [d_{k_1, k_2}^{f_1}(f(B_{k_1}^{T'}, M_{j_1}^{G})), f(B_{k_2}^{G}, N_M(M_{j_1})))]_{l_1 \times l_2}$$  

$$= \begin{bmatrix} 
    d_{1,1}^e & ... & d_{1,l_2}^e \\
    ... & ... & ... \\
    d_{l_1,1}^e & ... & d_{l_1,l_2}^e 
\end{bmatrix}_{l_1 \times l_2}$$
where \( d_{\text{st}} \) represents the cost function used to calculate the similarity between two bottom layer nodes, \( f \) represents the dColorSIFT feature. Due to the fact that person images with the same identity are rarely collected in exactly the same environment, which leads to huge intra-person variations including illumination, background, pose, viewpoint, etc. Locally-adaptive decision function (LADF) learning algorithm [14] is used to calculate the cost function \( d_{\text{st}} \).

Given training data (bottom layer node matching pairs collected from any two person images with the same identity label in training set), the LADF trains a metric model for \( d_{\text{st}} \). Since bottom layer nodes represent small local regions and artificial matching pairs collection is impractical which needs heavy manual annotation, collecting training data becomes an important issue. Therefore, a graph degree linkage (GDL) clustering algorithm [15] is used to divide the mixed data in the cost matrix \( M \) into three clusters. We also need \( M_c \) to calculate the number of bottom layer nodes between two images with the same identity as \( S_{B_{\text{upper}}} \) and \( S_{B_{\text{lower}}} \), where \( \text{upper} \) and \( \text{lower} \) represent different body parts. The GDL algorithm is used to divide the \( S_{B_{\text{upper}}} \) into two clusters, and then each sub-cluster is divided into two sub-sub-clusters. Due to the different discriminative power, the \( S_{B_{\text{lower}}} \) is divided into three clusters. We also need \( M_c \) to calculate the similarity between two bottom layer nodes on training set. Different from Equ.(2), the cost function is determined by our visual clustering and a Gaussian function, which is defined as:

\[
d^{\text{trn}}_{k_1,k_2}(f(B^\alpha_{k_1}), f(B^\beta_{k_2})) = \begin{cases} \exp(-\frac{\|f(B^\alpha_{k_1}) - f(B^\beta_{k_2})\|^2}{2 \sigma^2}), & \text{if } C_1, \\ +\infty, & \text{otherwise} \end{cases}
\]

where \( \alpha = T^P_{i_1}, M_{i_1}, \beta = T^G_{i_2}, N_{BM}(M_{i_1}) \). \( C_1 \) represents the two bottom layer nodes \( B^\alpha_{k_1} \) and \( B^\beta_{k_2} \) must belong to the same cluster, and \( i_1 = i_2 \) is required to ensure that \( B^\alpha_{k_1} \) and \( B^\beta_{k_2} \) from two person images with the same identity. At last, the Hungarian algorithm is also used to collect training data in the cost matrix \( M_c \), with the cost function \( d^{\text{trn}} \), and the training data is used to train the LADF which is used to calculate cost function \( d_{\text{st}} \).

Using SBM+NBM, we can get similarity score between two trees, which is calculated by the sum of \( d_{\text{st}} \) on each NBM’s matching pair. However, due to the fact that the number of the bottom layer nodes are different between trees, in order to obtain a fair matching result, we would use the minimum number of the NBM’s matching pairs between one tree of probe forest and all trees of gallery forest.

### 3.3. The Top Layer Matching Using CBM

In top layer matching, CBM is presented to refine the ranking result. Because the DDN algorithm is imperfect in foreground segmentation, some background noise is retained and some foreground information is lost. Therefore, two baseline models which focus on the whole image (keep all the information including body part and background, denoted as WI) [14] and the entire human body (only keep the foreground without division, denoted as EHB) [16] are used as complementary components in CBM. Based on the complementary result, the highest confident matching can be achieved if SBM+NBM, WI and EHB simultaneously determine that one node in \( T^P_i \) (e.g \( T^G_i \)) is the best match of one node in \( T^G_i \). Therefore, other nodes in \( T^P_i \) would be at best becoming the second best match of \( T^G_i \). Moreover, if more than one node in \( T^P_i \) (e.g \( T^P_i, i_{1} = 1 \)) is the best match of one node in \( T^G_i \) (e.g \( T^G_i \)), only the one with the lowest degree of visual ambiguity in \( T^P_i, i_{1} = 1 \) will be selected as the best match of \( T^G_i \).

In CBM, the degree of visual ambiguity is determined by the combination of SBM+NBM, WI and EHB, and is calculated by the ratio of similarity between one node in \( T^P_i \) to its best match and its second best match in gallery forest. Intuitively, if one person image (e.g \( I_a \)) is the most similar to another person image (e.g \( I_a \)), and the similarity between \( I_a \) and other images is low, the degree of visual ambiguity between \( I_a \) and \( I_a \) would be considered relatively low.

### 4. Experimental Study

To evaluate the proposed method, experimental study is conducted on two public datasets, e.g., CAVIAR4REID [17] and VIPeR [18]. The CAVIAR4REID dataset is captured in an indoor scenario with 72 persons, and each person has 10 to 20 images under multiple camera views. In the evaluation of CAVIAR4REID, multiple exemplars per individual are available in the probe set and only one exemplar per individual in the gallery set. Different from CAVIAR4REID, VIPeR is captured in an outdoor scenario with complex variations of background and illumination with 632 persons, and each person has only two images under different camera views. In the evaluation of VIPeR, there would have one exemplar per individual in the probe set and the other exemplar in the gallery set. Person re-identification is done by computing the similarity between any two persons in the probe and gallery sets. For a fair comparison, we use the same training and testing protocol in [14], which randomly divide CAVIAR4REID (VIPeR)
The NBM is calculated by directly matching the bottom layer nodes with δ = 0 in SBM. The experiment results show that NBM can generate weak results, and NBM+SBM proves that the fusion of bottom and middle layer nodes can improve the matching rate by reducing the misalignment between two images. Comparing with the results of NBM+SBM, the result of NBM+SBM+CBM increases the rank-1 matching rate from 34.91% to 44.31% on CAVIAR4REID dataset and 34.07% to 48.73% on VIPeR dataset. The results show that the combination of NBM+SBM+CBM can effectively improve the matching rate of NBM+SBM, which is sensitive to the variation of background. Since VIPeR is captured in an outdoor scenario which suffers more variation of background, the improvement of NBM+SBM+CBM is higher than CAVIAR4REID which is captured in an indoor scenario.

Fig. (5) shows that our HBGM method achieves the best rank-1 performance, 44.31%, and outperforms other state-of-the-art methods on CAVIAR4REID dataset including SDLAF [19], PS [17], GaLF [16], LADF [14], EPKFM [20] and MFA [21], and it also outperforms the best state-of-the-art rank-1 matching rate on this dataset by 4.11%.

As shown in Fig. (6), comparing with ELF [9], SDLAF [19], PatMatch [2], eSDC [2], LADF [14], SalMatch [3], kBiCov [22], DeepArch [23], LOMO+XQDA [24] and mFilter+LADF [13], HBGM improves the matching rate on VIPeR dataset. On this dataset, the combination of LOMO+XQDA [24] and LADF [14] achieves the state-of-the-art rank-1 matching rate, 50.32%. Our method is slightly less than it by 1.59%, but it outperforms the second best rank-1 result mFilter+LADF [13] by 5.34%.

5. CONCLUSION

In this work, we present the HBGM method for person re-identification. Since human eyes observe person appearance roughly first and then goes further into the details gradually, a tree structure modeling method of person image is proposed and HBGM is introduced for the matching of each layer between trees. The NBM, SBM and CBM are further proposed to describe the bottom, middle and top layer nodes matching between trees. The validity of HBGM is demonstrated on two public datasets, and competitive results in terms of quantitative evaluation have proven its potential.
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